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Abstract—In ambient and mobile learning contexts, 3D 

renderings create higher states of immersion compared to still 

images or video. To cope with the considerable effort to create 

3D objects from images, with the NEMO Converter 3D we 

present a technical approach to automatically reconstruct 3D 

objects from semantically annotated media, such as photos and 

more importantly video footage, in an automated background 

process. Although the 3D objects are rendered in a quality 

acceptable for the scenario presented in this article, they still 

contain unwanted surroundings or artifacts and will not be 

positioned well for, e.g., augmented reality applications. To 

address this matter, with 3DEdit we present a web-based 

solution allowing users to enhance these 3D objects. We present 

a technical overview and reference pedagogical background of 

our research project Ambient Learning Spaces, in which both 

the NEMO Converter 3D and 3DEdit have been developed. We 

also describe a real usage scenario, starting by creating and 

collecting media using the Mobile Learning Exploration System, 

a mobile application from the application family of Ambient 

Learning Spaces. With InfoGrid, a mobile augmented reality 

application, users can experience the previously generated 3D 

objects placed and aligned into real world scenes. All systems 

and applications of Ambient Learning Spaces interconnect 

through the NEMO-Framework (Network Environment for 

Multimedia Objects). This technical platform features 

contextualized access and retrieval of media. 

Keywords—Mobile media; Mobile learning; Ambient 

Learning Spaces; 3D Conversion; 3D Editing. 

I. INTRODUCTION 

Today, in our networked society people are living within 
their digitally enriched environments. Together with ambient 
and mobile technology, these various individual 
interconnections between physical and digital worlds play an 
important role. Thus, being and acting in the physical world is 
accompanied by the creation of technology-assisted 
environments, like through the creation and visualization of 
3D objects [1]. 

Contemporary pedagogical approaches follow the 
assumption that humans learn individually and during all of 
their life. In our research context, one important goal is to offer 
these ubiquitous learning environments; we called them 
Ambient Learning Spaces (ALS), as described by Winkler et 
al. [2]. The relatedness of body and space supports the 
individuality of the learning process. Together with the loss of 
spatial distance and the exponentially growing quantity of 

information, this induces new technical requirements, as a 
single individual is no longer capable of consuming and 
structuring the globally and permanently available 
information in its entireness [3]-[5]. ALS enables learners to 
structure information themselves using ambient technology in 
web-based applications like in mobile contexts on their 
smartphones. This seems to be fostering the construction of 
sustainable and mindful knowledge. In this setting, 3D 
renderings empower imagination, creativity and learning 
compared to still images or video [6]. In our research project 
funded for more than seven years by the German Research 
Foundation (Deutsche Forschungsgemeinschaft, DFG),  ALS 
consist of a mixed reality where body and space are extended 
by digitally artifacts. These are represented by peripheral, 
tangible, mobile, and wearable media [2] and are illustrated in 
Figure 1, which shows the proximity relationship of each class 
of media to a learner in ALS. 

In ALS, media in general and especially mobile media 
become the carrier of information utilized in various contexts 
[7]. This supports the following learning objective: the learner 
creates contextualized and personalized media stored as 
digital data, which can be enriched by digital properties. 
Together, media and their digital properties form will be 
called enriched media. 

For the backend of ALS, we have developed the Network 
Environment for Multimedia Objects (NEMO), which is used 

 

Figure 1. ALS shell model of media visualizing the proximity relationship 

between media classes and  the learner [2]. The system concept of ALS is 

based on this structure. 
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as technical foundation of ALS in its latest implementation [8] 
based on the original concepts of Lob et al. [9]. NEMO is a 
web-based framework serving, among other capabilities, as a 
repository for enriched media. For this purpose, NEMO stores 
media such as text, still images, video, 3D objects, animations, 
and audio. Digital properties are stored in dynamic sets of 
semantic annotations and extend these media [8]. Apart from 
serving as a media repository, NEMO provides computational 
logic through a service-based interface for other applications 
developed for ALS. Using NEMO together with these ALS 
Applications provides a digital overlay for physical objects 
using enriched media within ALS.  

Together with ALS applications, the NEMO framework 
stores media from users as enriched media, as outlined. These 
enriched media also contain images or video footage, which 
often originate from the same physical objects, only differing 
in visual angle, lightning or framing. With the NEMO 
Converter 3D (NOC3D) this paper presents a solution to make 
use of such footage collectively for example created by school 
students during field trips, converting these media into single 
3D objects automatically without the need of user supervision. 
Additionally, the learner’s experience of digital 3D worlds can 
further be enhanced by using the 3D Editor for ALS (3DEdit) 
making the use of a 3D editing program on a dedicated 
graphics computer system obsolete. 

In this contribution, in Section II, we regard related work. 
In Section III, we present a real scenario using a smartphone 
application from the ALS application family. In Section IV, 
we introduce these ALS applications in more detail. The 
NEMO-Framework is outlined in more detail in Section V. In 
Section VI, we focus on the realization of NOC3D and 
describe 3DEdit in more detail in Section VII. In Section VIII, 
we present our findings and conclude with a summary and 
outlook in Section IX. 

II.  RELATED WORK 

Semantic media comprises the integration of data, 
information and knowledge. This relates to the Semantic Web 
[10] and aims at allowing computer systems as well as humans 
to make sense of data found on the web. This research field is 
of core interest since it yields naturally structured data about 
the world in a well-defined, reusable, and contextualized 
manner. 

The field of metadata-driven digital media repositories is 
related to this work [11] as well. Apart from the goals of 
delivering improved search results with the help of meta 
information or even a semantic schemata, the NEMO 
framework distinguishes itself from a mere repository by 
containing and using repositories as internal components, 
delivering more sophisticated features through the NEMO 
logic described below. 

NEMO facilitates collecting, consuming and structuring 
information by interacting device-independently with 
enriched media, whereas the linked data research targets 
sharing and connecting data, information and knowledge on 
the Web [12]. 

Various implementations exist in order to reconstruct 3D 
objects from photographic images. Those we have examined 
in our work have in common that they are not integrated into 

a fully automated web-based framework making use of 
semantically annotated data in mobile contexts providing 
background services for ambient learning environments.  

In addition, various implementations exist in order to edit 
3D objects, also in web-based applications. However, the 
implementations examined provide features for advanced and 
professional users and are directed at creating and editing 3D 
objects. Performing manipulations required for our scenario 
would require many complex steps of interaction and would 
not allow editing 3D objects in a touch-only application as 
needed in our learning scenarios. 

In the research field of e-learning, other work connecting 
semantic structures with learning can be found [13]-[15]. In 
contrast, our work focuses on linking educational contents 
with the living environment (Lebenswelt) and thus engaging 
learners in communicative processes through contextualized 
and personalized enriched media. For this purpose, NEMO 
provides means of connecting formal and non-formal learning 
inside schools or outside of schools like in museums. NEMO 
is not used to examine or track the learner’s performance, 
provide standard learning materials or collect homework, such 
as Moodle [16]. 

III.  SCENARIO 

Michelle, a fourteen year old student, joins a field trip 
through the Hanseatic City of Luebeck at school. Prior to the 
excursion, Michelle’s teacher prepared some exercises for the 
students with the help of the ALS-Portal. They have to answer 
questions like “What is communication?” using the ALS 
application MoLES. While exploring the city, Michelle 
answers this question with MoLES running on her 
smartphone. Michelle uses MoLES and takes photos and tapes 
videos of what she thinks is related to the question at hand. In 
this case, for instance, she discovers a sculpture of four adults, 
two standing next to each other, and two sitting on a bench. 
From their body language, it seems that they are talking to 
each other. Michelle uses MoLES on her smartphone to take 
a few photos and to record videos. For every medium she 
creates, Michelle also takes notes using MoLES in form of 
some keywords and sentences to remember her thoughts later 
on. MoLES uploads these enriched media automatically into 
NEMO over a secure connection. 

Back in school, Michelle prepares a short presentation of 
her findings from the field trip. In the meantime, Michelle 
found out, that the sculpture she took photos of is called 
“Neighbors in Conversation” and belongs to a series of artistic 
work. She logs on to the InteractiveWall located in the foyer 
at school. She browses through her media using swipe 
gestures on the multi-touch screen. Among her media, she 
discovers that the sculpture she took photos of is meanwhile 
available as an automatically created 3D object. Using the 
ALS InteractiveWall, she views the 3D object in full screen 
mode and notices that the sculpture is shown from its 
backside. She rotates the 3D object using swipe gestures until 
she is satisfied with the position. Looking at the sculpture 
from a bird’ eye view, she notices that there are disturbing 
artifacts around the sculpture. Using 3DEdit, which is 
embedded into the InteractiveWall, she cleans up the model 
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by selecting only the sculpture and thereby removes the 
artifacts. After finishing, she is happy with the orientation and 
presentation of the rendering. 

Now, Michelle incorporates the 3D object into her 
presentation. During the presentation, some of her classmates 
are surprised that they did not notice the sculpture themselves 
before. 

With the help of the mobile application InfoGrid, they are 
now able to take a closer look at it from all sides. They are 
astonished to hear from Michelle’s presentation on what she 
thinks is associated with the topic at hand. 

Sometime later, Michelle is engaged in another school 
project and logs on to the ALS Portal. She browses through 
her media to find something suitable to use for the new 
project. She again comes across the sculpture of the 
“Neighbors in Conversation” and notices that a woman sitting 
on a bench is holding her child. She uses the 3D editor module 
inside the ALS Portal she used before on the InteractiveWall 
to cut out only the child-holding woman she then uses in her 
new project. She is satisfied that she can use the media again 
in other contexts. 

IV. ALS APPLICATIONS 

In the following section, we are describing the frontend 
applications in ALS already mentioned and referred to in the 
scenario in more detail.  

A. Mobile Learning Exploration System 

The Mobile Learning Exploration System (MoLES) is a 
mobile ALS application running on smartphones and was 
originally introduced by Winkler et al. [17]. In a mobile 
context, students create enriched media to answer given 
questions for a specific task assigned by their teacher whilst 
conducting an exploration outside of school. They take photos 

 

Figure 2. School students use MoLES to take photos and record videos to 

answer questions during a field trip. 

  

 

 
Figure 3. Start screen of the InteractiveWall, taken from one of our project partners. Apart from learning games and educational tools, the InteractiveWall 

visualizes media created by school students. These are shown in sections ‘Latest’ as well as ‘Random’ directly on the schools InteractiveWall.  

MediaGallery gives access to an overview of the entire media school students have access to. 
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and record audio or video footage from objects they encounter 
and add textual notes within MoLES by annotating the media, 
as illustrated in Figure 2.  

After finishing a field trip, the students use the enriched 
media they created to reflect and present their findings to their 
fellow students. All media created with MoLES is stored in 
NEMO. 

B. InteractiveWall 

The InteractiveWall features an installation consisting of 
large wall-mounted multi-touch displays [7]. Students use the 
InteractiveWall to browse their digital media, the media 
created by others, and present their finding to their fellow 
students. The InteractiveWall features various applications in 
context of informal learning in schools, as Figure 3 of the 
starting monitor depicts and the users interact with the 
InteractiveWall through touch gestures only. 

In our scenario presented in this contribution, Michelle 
uses the MediaGallery to browse the digital media she 
recorded during the field trip. On the InteractiveWall, among 
her media she discovers the sculpture she took pictures and 
recorded video of automatically reconstructed as 3D object by 
NOC3D and she uses 3DEdit to enhance the 3D object. 

The InteractiveWall connects to NEMO. Thus, NEMO 
serves all media displayed on the InteractiveWall. 

C. InfoGrid 

InfoGrid is an augmented reality application for 
smartphones used in mobile context in ALS [18]. InfoGrid 
recognizes visual markers and detects Bluetooth beacons both 
triggering the display of images and video, the playback of 

audio or the augmented reality presentation and alignment of 
3D objects. Figure 4 illustrates the display of InfoGrid.  

The use of InfoGrid ranges from basic scenarios where 
markers are augmented by static media to more complex 
scenarios, where NEMO selects enriched media from its 
repositories with InfoGrid guiding the users on a dynamic 
narrative path.  

 

Figure 4. Augmented Reality display with InfoGrid. On the left, the 

sculture “Birds” by Günter Grass and on the right, the skeleton of a blue 

whale as 3D object is shown. 

  

 

 
Figure 5. Screenshot taken from the ALS Portal of a school. The left menu offers a module selection. The current view shows an overview of a media gallery 

for the InteractiveWall. The media can be created, arranged, edited and deleted from this view by teachers or students. 
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In our scenario, school students use a single marker to 
view 3D objects automatically reconstructed by NOC3D in 
their classroom. For this, NEMO maps multiple media to this 
marker and delivers them to InfoGrid. 

D. ALS Portal 

The ALS Portal features the management of enriched 
media [6]. The ALS Portal is a modularized web-based 
platform. For each ALS application, a dedicated module 
within the ALS Portal allows to manage these enriched media, 
depending on the user’s access rights and permissions. 

As illustrated in Figure 5, the ALS Portal allows editing, 
e.g., a media gallery within the module MediaGallery. Media 
entered here is stored in NEMO together with semantic 
annotations an also made available by NEMO in other 
contexts of ALS. 

In our scenario, Michelle is able to browse the media 
recorded with MoLES inside the ALS Portal. She also uses 
the editor 3DEdit to enhance the 3D object of the sculpture of 
the “Neighbors in Conversation”. 

All ALS applications interconnect through NEMO. This 
means, that enriched media created with MoLES, is also 
available on the InteractiveWall, can be edited using the ALS 
Portal. 

The ALS Portal, InteractiveWall, and MoLES are web-
based and implemented as ASP.NET applications. They 
connect to NEMO via Web Services. 

V. NEMO 

NEMO is a web-based framework for ALS. As depicted 
in Figure 6, the framework primarily consists of three main 
layers: (1) the NEMO Application Programming Interface 
(API) layer giving ALS applications access to NEMO, (2) the 
NEMO Logic layer and (3) the NEMO Core layer. NEMO as 
well as NOC3D have been implemented in C# running on 
Windows Server and Microsoft .NET architecture, also 
making use of the Windows Communication Foundation 
(WCF) framework. 

The NEMO API (cf. Figure 6) provides access for 
applications such as MoLES, interacting through Web 
services in an authenticated context over a secure connection. 
Each application accesses a specific Web service, which 
achieves a higher layer of transparency and maintainability 
with regard to the system’s architecture. With the NEMO API 
Client Model, we created a model for a well-defined data 
interchange between NEMO and any application in ALS 
through the Web, following the idea of knowledge 
representation in a formal and explicit way. From experience, 
we expect any information entered by a learner to be 
incomplete, as he or she is still engaged in a process of 
gathering, structuring, and memorizing, thus NEMO is able to 
handle incomplete and uncertain information [19] in the 
NEMO Logic and Core layers. Therefore, the model for any 
client application is independent of any internal model used 
by the NEMO framework. In addition, this minimizes the 
learning curve for ALS application development, as no 
detailed knowledge of semantic modeling is required when 
developing an application accessing NEMO. NEMO also 
provides cross-device capabilities [20]. 

In the NEMO Logic, we implemented the NEMO Model, 
which abstracts ALS as a semantic model. Here, the 
computational logic resides. It initiates and controls semantic 
search and context analysis in the NEMO Core. In the NEMO 
Logic, mappings are conducted between the NEMO Model 
and the NEMO API Client Model through a modified 
Semantic Object Relational Mapping (SORM). For any Web 
service, the NEMO Logic holds the specific application logic 
and thus interconnecting the applications accessing the 
NEMO framework semantically through an extendable 
modular structure with loose coupling. We have already 
developed extensions for NEMO, e.g., the NEMO Converter 
(cf. Figure 6), which delivers media in device-specific formats 
and resolution as requested. For research purposes, another 
extension tracks all requests, actions, as well the 
corresponding application state of the NEMO framework. 
NOC3D also extends NEMO Logic. All data collected is 
stored anonymously due to the sensitivity of the data and legal 
regulations for public organizations like schools and 
museums. In a defined context of an evaluation, personal 
information may be collected synonymously. As we develop 
NEMO with technical scalability and diversity in mind, 
NEMO also runs in multiple interconnected instances. 

The NEMO framework is based on the NEMO Core where 
enriched media is stored (cf. Figure 6). A semantic database 
provides internal storage for any digital entity in the form of 
semantic annotations. Through the Semantic Web Connector, 
(cf. Figure 6) any semantic database can be used as internal 
data store, thus developing applications accessing NEMO 
requires no knowledge of the respective database query 
language. Any query result of the internal or any external 

 
Figure 6. The NEMO-Framework [1]. The NEMO Logic computes, e.g., 

coherences, semantic models, and data mapping and a modularised 

interface for feature extendibility. 
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semantic database is mapped into the NEMO Model. In the 
NEMO Logic, this data will be processed as described above. 
Binary media is stored in the Binary Storage (cf. Figure 6), 
which is linked to the internal semantic database in order to 
retrieve the stored object as enriched media again and also 
serves as cache in order to reduce on-the-fly conversion time 
of the NEMO Converter. 

An authentication module provides an interface to connect 
to different authoritative systems in order to check application 
or media-specific permission settings and user access rights. 

VI. THE NEMO CONVERTER 3D 

NOC3D was developed as a component for the NEMO 
Logic under the following assumptions, which are partly 
derived from the scenario described above: 

 NOC3D runs in an autonomous mode as a background 
service without any user interaction required. 

 Images and videos are taken with different camera 
models, mostly with smartphones, from various angles 
and may contain only sections of the object. Therefore, 
an input for NOC3D can most certainly not be 
described as “ideal” or “complete”. The cameras have 
not been calibrated. 

 The process of media creation does not require 
additional markers, only steady surroundings around 
the object. Every photo or video has to contain 
surroundings around the object, which is subject to 
reconstruction. 

 An object for reconstruction has dimensions between 
5cm and 5m in both width and height. 

 Images and videos may not contain multiple objects 
and only one object will be reconstructed per run. 

A. 3D Reconstruction 

In general, the algorithms used in each step and data they 
require or provide as input and output determine the sequence 
of steps of the 3D reconstruction process. For our scenario in 
an ambient context, we have enhanced their combination and 
derived parameters from the tests we conducted.  

At first, from manually entered and automatically 
generated semantic annotations, such as GPS coordinates, 
date and time and with regard to different calendrical seasons, 
NEMO compiles a selection of images and videos, which 
possibly show the same object which might be reconstructed.  

Using GPS coordinates, date and time as well as data from 
Exif information [21], such as camera make and model, 
enhances the picture selection in NEMO. 

All media selected by NEMO is transferred to the NOC3D 
module, as shown in Figure 7. As NOC3D provides a web-
based API, NOC3D may be set up on a dedicated server, still 
being part of NEMO [8]. An identifier passed additionally 
allows NEMO to link the original media with the 3D object 
after the asynchronous task of NOC3D completes.  

Operating on the media selection passed on by NEMO, 
NOC3D at first calculates camera parameters, which will be 
used for the process of reconstruction later on. 3D object 
reconstruction starts by calculating match points of all images 
and grouping them using VisualSFM [22]. This is necessary 

  
Figure 7. Pipeline of the NOC3D algorithm, as more detailed described 

in section V.A. Media selection as well as storing the 3D object is 

performed externally from NOC3D by NEMO. 

  
 

Figure 8. Screenshot of a 3D object reconstructed with NOC3D from 225 

images automatically extracted from semantically annotated videos. The 

blue background is rendered by the 3D object viewer. 
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in order to find the object for 3D reconstruction in necessary 
in order to find the object for 3D reconstruction in the images 
automatically. Every two images with at least 40 match points 
are grouped. To receive a high quality result from later steps, 
all images with a resolution below 1200x1200px are discarded 
at this point. A group with less than 10 images is discarded as 
well, because these will not be of any use for further 
processing. We found these parameter values through 
experimental testing during development. Running 
VisualSFM on the group of images, until no other image of 
the selection can be grouped repeating all steps outputs a 
group of images containing the object for 3D reconstruction.  

In the next step, depicted in Figure 7, the Center for 
Machine Perception Multi-view Reconstruction Software 
(CMPMVS) [23] calculates the cloud of points using the 
camera parameters from the first step [24][25]. CMPMVS 
transforms the point cloud into a mesh model and separately 
calculates a preliminary texture. 

The textured model is handed over to MeshLab [26]. 
Small artifacts are removed. In addition, MeshLab is used to 
close polygon gaps in the reconstructed model, remove 
devious edges and smooth the entire model. The result of an 
exemplary 3D object is illustrated in Figure 8. 

For web-based, mobile device, and browser compatibility, 
in this stage an additional 3D object is created, in which the 
number of polygons is reduced to 30.000.  

After conversion into a NEMO-compatible file format, 
NOC3D hands over the completed 3D object to NEMO. 
NEMO stores the 3D object together with the semantic 
annotations of the images used to reconstruct the model. The 
user may have to adjust these annotations, depending on the 
variety of annotations of the original media. Afterwards, the 
3D object is available in NEMO. From here, it can now be 
retrieved by ALS applications, like the ALS Portal for further 
editing, or by the presentation applications such as InfoGrid 
and the InteractiveWall, to view the object in various contexts, 
as the scenario outlines.  

B. 3D Reconstruction from Video Footage 

In general, in the process of 3D reconstruction more 
images from different angles lead to qualitatively better 
results. During the development of NOC3D through 
qualitative evaluation with university students, we found out 
that taking hundreds of images (cf. Figure 9) of the same 
object does not integrate well with our usage scenario. In case 
of an entire class of 20 or more students, who take at least five 
images of the same object, NOC3D produces acceptable 
results. However, the challenge of acquiring sufficient footage 
with low effort remains. 

The process of acquiring footage used for 3D 
reconstruction is simplified by supporting videos as input 
format. Assuming a video generally consists of at least 24 
frames per second, just moving around the object taping a 
video will produce a sufficient amount of material. Before 
starting the process of reconstruction, the videos have to be 
pre-processed, as illustrated in Figure 7. The video frames are 
extracted frame-by-frame into images using FFmpeg [27] and 
stored temporarily. This leads to duplicate or similar images, 

 
 

Figure 9. Example of the media taken as still images or extracted from 

video footage Michelle took during her field trip. Input images for 

NOC3D are not expected to be ideal or oriented. 
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e.g., when the camera movement around the object is slow. 
These images do not contribute usable data for the object 
reconstruction process.  

The solution is to remove all duplicates during pre-
processing using the imaging library ImageMagick [28]. In 
addition, unusable images like from overexposed or black 
frames will be removed.  

After pre-processing, all images extracted from the video 
footage are joined with other images for reconstruction. Our 
tests indicate, that at least one image (e.g., photo) not taken 
from a video is required in order to produce acceptable results. 
The reason are camera parameters stored in Exif data, which 
are usually not separately stored with each video frame. These 
are required for the process of 3D reconstruction by 
CMPMVS. As for our scenario, smartphones used to take 
photos and tape videos available today produce video footage 
in similar quality to pictures, which are sufficient for NOC3D, 
as illustrated in Figure 9. 

C. Running Time Issues 

With regard to 3D reconstruction, running time of the 
module is critical. Preparing the media for processing is 
performed with linear effort, including extracting usable still 
images from video as shown in Figure 7. All further steps 
require significantly more effort, depending on the number of 
images, the objects complexity and the image resolution [1].  

During development, we found that integrating NOC3D 
directly on the same server with NEMO is unpractical, as 3D 
reconstruction in general results in high processor (CPU) 
utilization. Besides, 3D reconstruction performs faster on 
Graphics Processing Units (GPU) than on CPUs [29].  

The solution we implemented is to run NOC3D on a 
dedicated server. Therefore, we extended NOC3D to connect 
with NEMO through over Web Services. As a result, prior to 
reconstruction NEMO transfers all footage to NOC3D, which 
stores all data temporarily on that server system. The process 
of 3D reconstruction is started after all footage has been 
transferred and NOC3D signals NEMO the completion of a 
conversion process via callback. Because we are using a 
dedicated server, we are now able to choose CMPMVS as 

Cloud of Points algorithm, which only runs on CUDA-
enabled (Compute Unified Device Architecture) GPUs.  

At this point, we did not further quantify running time or 
have performed tests with various GPU systems, because 
running time largely depends on the CMPMVS algorithms. 
However, the optimizations, like pre-processing images 
described above and earlier [1] can improve running time on 
all systems. 

3DEdit is implemented in JavaScript, also using HTML 
and CSS, running inside the client’s browser. 3D objects are 
reduced to 30.000 polygons for viewing purposes. Only the 
reduced 3D objects are transferred to the client for display in 
3DEdit. Their size usually does not exceed 4MB and transfer 
time depends on bandwidth. On the server-side, only the full-
size 3D objects are used in the process of editing. Thus, 
3DEdit performs well on current devices. As for the 
algorithms, with which the full-size 3D objects are 
manipulated on the server-side, running time performs with 
linear effort. 

D. Quality of Models from Automated 3D Reconstruction 

As Figure 10 illustrates, the quality of 3D objects obtained 
from the process of automated 3D reconstruction is sufficient 
for usage with other ALS applications. 

However, NOC3D is not capable of automatically placing 
a 3D object. This is required, if the 3D object was used with, 
e.g., InfoGrid. As InfoGrid and its augmented reality display 
places the 3D object on a photographic marker, it is required 
orienting the object first in order to display it placed correctly 
on that marker.  

In addition, 3D objects might contain unwanted 
surroundings and artifacts (cf. Figure 11). As the currently 
implemented process of 3D reconstruction requires 
surroundings to be part of the original footage in order to 
work, isolating the physical object is not an option. This 
observation corresponds to our scenario, as images and video 
footage are not intentionally taken for the process of 3D 
reconstruction (cf. Figure 9). This requires tools of manually 
retouching the automatically generated 3D object, as our 
scenario illustrates. 

 
 

Figure 10. 3D object obtained from automated reconstruction from 176 images through NOC3D. Figure 8 shows  

exemplary images used in the reconstruction process for this 3D object. This is the default unmodified view,  

which appears offset. The black background is rendered by the 3D object viewer, in this case 3DEdit. 
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VII. WEB-BASED EDITING OF 3D OBJECTS 

As NOC3D is not capable of determining which specific 
parts of the footage are relevant for the user, or the actual 
physical object, the reconstructed 3D objects may include 
superfluous parts of the physical object’s environment, such 
as the surrounding ground surface. Similarly, the desired focus 
of the object cannot be extracted reliably from the information 
available, e.g., from images or video footage, Exif tags, or 
semantic annotations. Thus, when viewed in their default 
orientation, the reconstructed 3D object may appear offset to 
the side or turned away from the viewer, as illustrated in 
Figure 10. 

For this reason, with 3DEdit we have developed an 
additional web-based application, which offers two specific 
functionalities sufficient to solve these issues for our scenario:  

(1) A function to reorient the 3D objects, which sets 
the object’s center and default orientation 
according to the user’s requirements. 

(2) A function to cut extraneous parts of the 3D object.  
To allow for editing in a mobile and ambient context, 

3DEdit offers a browser-based interface that seamlessly 
integrates with the ALS Portal or the InteractiveWall and can 
be used on mobile devices. Through this interface connected 
to NEMO, the necessary functionalities are simplified and 
automated to the point where they only require a single input 
by the user. This way, even an inexperienced user can make 
the necessary adjustments easily without much effort. 

The web-based editor component of 3DEdit makes use of 
JavaScript in order to display the 3D object. The controls are 
minimized to the functions presented to users. For the purpose 
of using 3DEdit as module for both the InteractiveWall and 
the ALS Portal, 3DEdit uses the CSS style sheets 
corresponding to the application it is used in. For this reason, 
some figures in this article show blue controls on purpose. 

Please also note that all screenshots of 3DEdit show 3D 
objects reduced to 30.000 polygons because of browser 
limitations. The actual 3D object is kept in NEMO in full size. 

A. 3D Object Manipulation 

The actual manipulation of the 3D object is conducted 
inside NEMO, so there is no special hardware required in 
addition to the requirements of the ALS Portal and the 
InteractiveWall. The modules communication is handled via 
Web Services, which connects the frontend of 3DEdit to its 
dedicated backend component, which is located in the NEMO 

 
 

Figure 11. 3D object rotated manually from default view. The 3D object 
presents some artifacts as unwanted surroundings. The blue background is 

rendered by the 3D object viewer, in this case MeshLab. 

 

 
 

Figure 12. Screenshot of the 3D object in reorentation mode. The users can 

rotate the 3D object, until they are satisfied. Afterwards 3DEdit saves the 
changes to a copy, keeping the original 3D object. 

 

 

 
 

Figure 13. Screenshot of the 3D object in cutting mode. Extraneous parts 

of the 3D object are outside of the selected volume and not kept after 

applying the changes using 3DEdit. 
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Logic layer, as outlined above. Running as part of the NEMO 
Logic, 3DEdit automatically makes use of the 3D platform 
Blender. This offers a consistent running time as well as a 
static location for depositing and retrieval of the media by 
ALS applications through NEMO. 

The process of editing a 3D object is illustrated in Figures 
12-14. In order to orient the misaligned 3D object (cf. Figure 
10), the view is rotated until a suitable angle is found, as 
Figure 12 illustrates. This angle depends on the use case, in 
which the 3D object is used. Through experiments, we found 
that rotating the object toward a head-on view is sufficient for 
our scenario. 

All 3D objects reconstructed from footage from physical 
objects from our scenario such as, e.g., statues and sculptures 
have in common to be standing on a base level and their height 
is limited. Considering this, unwanted surroundings can be 
removed by placing a clipping volume around the area of the 
object to keep. Any polygon outside the volume will be 
omitted or cut along the selected edge. On our 
InteractiveWall, the user places the volume inside the 
viewport and modifies its size with the help of touch gestures, 
as Figure 13 illustrates. 

After the 3D object is aligned and all unwanted 
surroundings and artifacts have been removed in the editor of 
3DEdit, the backend of 3DEdit takes the necessary actions to 
calculate the resulting 3D object, illustrated in Figure 14. At 
first, the parameters from the user’s selection in the web-based 
interface is transferred to the backend and translated into 
modification commands. A single user selection of a volume 
containing the 3D object requires multiple commands 
executed by 3DEdit using Blender sequentially, in order to 
manipulate the 3D object accordingly.  

B. Quality and Running Time 
Using 3DEdit on 3D objects does not affect the objects 

quality, as 3DEdit only deletes or clips polygons using 
Blender.  

The original 3D object is not displayed in the browser-
based editor of 3DEdit due to limitations. In the backend, 
within NEMO 3DEdit manipulates the actual 3D object.  

The running time for both reorientation and cutting 
modifications is linear. This supports the use of 3DEdit in our 
scenario. 3Dedit may also be used in order to extract certain 

 
 

Figure 14. Screenshot of the 3D object after reorientation and cutting is 

finished using 3DEdit from a web browser. 
 

 

 
 

Figure 15. Screenshot of the 3D object in cutting mode. Also parts of a 
larger 3D object may be cut out using 3DEdit and use, e.g., in InfoGrid. 

 

 

 
 

Figure 16. Screenshot of the cut out part of the 3D object. This becomes 

available as separate 3D object in NEMO. 
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parts of a larger model, as the scenario describes. Figures 15-
16 illustrate this process. In terms of running time, there is no 
difference between removing unwanted surroundings or 
extracting parts of an existing 3D object. This can alo be 
observed with 3D objects, which have not been generated 
through NOC3D, but modeled using professional tools. 

VIII. FINDINGS 

In summary, NOC3D produces 3D objects with an 
acceptable quality given the mobile and ambient context of 
our scenario in the open standard OBJ-file-format. Due to the 
automatic process, it is inevitable that 3D objects may contain 
some surroundings, or will be misaligned with regard to their 
orientation. With 3DEdit we developed a solution to address 
these imperfections. This provides a web-based user interface 
that allows editing of 3D objects in alignment and removal of 
unwanted surroundings, as well as a backend module, which 
manipulates 3D objects on the server-side within the backend 
framework NEMO. 3DEdit can be used with a touch interface 
or by mouse. 

In order to integrate NOC3D in a timely manner as 
outlined in our scenario, most importantly a multi-GPU 
system consisting of multiple CUDA-compatible graphic 
boards is recommended. In addition, free RAM capacity of at 
least the size of the footage used for conversion as well as hard 
disk storage of at least ten times the size of the footage for 
temporary storage is advisable. NOC3D supports images and 
video footage from different cameras and in different 
resolutions. 

We have taken footage from more than 30 different statues 
across the Hanseatic City of Luebeck, Germany, and compiled 
them into different selections according to semantic 
annotations using NEMO. The footage taken cannot be 
described as ‘ideal’, as we cared to take mostly snapshots, e.g., 
only showing parts of the objects or without optimal lightning 

that would be used when reconstructing 3D models in, for 
instance, a laboratory with a special 3D scanner. Thus, our 
tests reflect media expected to be created by students on a field 
trip, matching our scenario. 

With regard to the usage of MoLES in our scenario, the 
task illustrated was simplified for this contribution. In a real 
scenario, the question and tasks are accompanied with 
pedagogical considerations, which lead to a set of questions 
for each task, as outlined by Winkler et al. [30]. 

The process of selecting pictures by semantic annotations 
is not trivial, as our tests show. It depends on the quality of 
semantic annotations. Especially with manual annotations, the 
quality varies. Our observations from school students as well 
as teachers usage of the ALS Portal show a tendency to repeat 
and generalize semantic annotations. In many cases, groups of 
media are annotated with the same semantic annotations. We 
are currently working on a solution in order to encourage users 
to use more diverse semantic annotations when creating media 
in ALS. In a first approach, we additionally save and display 
annotations automatically created by a computer vision 
library, which is automatically accessed for each still image 
uploaded by NEMO. These automatic annotations are 
displayed as suggestions. However, we still have to evaluate 
possible impact on the users interaction and the quality of the 
annotations with regard to their use when selecting pictures. 

The image selection process is further enhanced for best 
results by also using data from Exif tags, which are included 
in of enriched media, providing data on e.g., camera make, 
model, date, time and geolocation. This data is also used in the 
reconstruction process. 

Our evaluation shows that, in our scenario, an average 
minimum of 110 images is required in order to be able to 
recognize the resulting 3D object as such, as illustrated in 
Figure 17. The maximum of images is limited by hardware 
resources, but keeping in mind the time-consuming process of 

   
Figure 17. Statue called “Dorothea” by the people of the Hanseatic City of Luebeck.  

Number of images used for 3D reconstruction, from left to right: 62, 110, 233, 327. 
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3D reconstruction should be limited to a maximum of 450 
images. This value is derived from our experiments in context 
with our scenario and is depending on the objects complexity, 
desired quality, hardware capabilities, and the usage scenario. 
Hence, our research does not focus on optimizing the 
algorithms employed for 3D reconstruction within NOC3D, 
but we recommend setting up NOC3D on a dedicated GPU 
render server. 

Further research and tests revealed that the quality of 3D 
objects is enhanced if the actual object for reconstruction fills 
about two-third of the entire image or video frame. This is due 
to the nature of the reconstruction algorithm. 

Using footage from symmetric objects especially in front 
of symmetric or repeating backgrounds often leads to 
unusable 3D objects, as the example in Figure 18 shows. 
Using more photos does not necessarily enhance the output.  

Generally and as expected, higher resolution of footage as 
well as using more images results in more detailed 3D objects, 
but also consuming more time during reconstruction. 
Nevertheless, using MoLES in contexts like our scenario 
limits students to the use of smartphones, which is why our 
primary focus lies on generating acceptable 3D models from 
smartphone-generated footage. 

During our tests, we found that in some cases NOC3D 
aborted due to a memory overflow. This occurs due to limited 
hardware resources, exhausted by huge amounts of input data. 
Apart from upgrading the hardware, our solution is to catch 
the exception and remove images with the highest and lowest 
resolution gradually, restarting the process. With this strategy 
we try to keep as much information on the object and as much 
high quality footage as possible. This strategy may be 
optimized.  

In total, NOC3D generates all sample models without any 
unexpected result or malfunctioning. Processing the sample 
models depends on model complexity and the amount of data 
to process. Using multiple GPUs is highly recommended. 

We also tested the accompanying editor 3DEdit with a 
variety of 3D objects generated by NOC3D. In every case, it 
was possible to edit the generated object successfully in a 
matter of minutes, resulting in cleaned-up and properly 
oriented objects suitable for further use in other ALS 
applications. We have also tested 3DEdit with a number of 3D 
objects created with professional 3D tools containing up to 
2.9M polygons. 

IX. SUMMARY AND OUTLOOK 

NOC3D is a module for NEMO that serves fully 
automated reconstruction of 3D objects from images and most 
importantly from video footage created in ambient and mobile 
context and is used for learning scenarios in ALS. Through 
NOC3D, enriched media collectively created by students 
using their smartphones in mobile context is converted into 
3D objects. Using web technology, we integrate 3D objects 
seamlessly with applications from ALS which are used in 
mobile contexts and in context of learning with media. These 
3D objects can be enhanced using two steps of the web-based 
3D object editor 3DEdit, in order to reorient the 3D object, 
remove unwanted surroundings or cut out a certain part of the 
entire object. 

It is our hypothesis that learning in a formal and non-
formal learning space [7][30], which is digitally enriched 
through ambient media, fosters cognitive skills and 
knowledge in a communicative environment [31][32]. We are 
going to evaluate this in more detail in formal context within 
schools as well as non-formal context in museums.  

3D objects play a vital role in our research. We plan to 
evaluate their values in a digitally enriched learning 
environment. In the setting of our ongoing research, InfoGrid 
will be deployed to our four project partners, two schools and 
two museums within this year. This will allow us to further 
develop our scenarios and to examine, what is gained from a 
learning perspective, by the integration of 3D objects into 
Ambient Learning Spaces. 

For our school project partners, we are currently 
developing new teaching models implementing ALS 
technology.  

For our museum project partners, we have developed 
scenarios integrating 3D objects exhibitions with special focus 
on the autonomous use inside the museums. In the museum 
context, NOC3D can be also used in the process of 
reconstruction among others for objects of cultural heritage. 
Although for this use case dedicated digitization systems 
exist, like using accurate laser scanning, in the case where 
only photographic or video material of an object remain for 
certain reasons, the use of NOC3D is imaginable. In museum 
contexts, with 3DEdit the curators experience during the 
process of selection of 3D objects to augment an exhibition 
can be enhanced, as 3DEdit offers a solution to enable curators 
to edit 3D objects from any source. From our project partners 
we learned that this might be the case, when only a special part 
of a 3D object should be exhibited. In our further work, we are 
going to evaluate the curators’ user experiences using or ALS 
systems. 

Especially in museum contexts, 3DEdit will also be used 
together with InfoGrid in order to align 3D objects on 
photographic markers. This gives the curator’s a tool to make 
fine adjustments to the presentation of their digital museum 
contents. 

For any ALS application of the research project, among 
other features, NEMO provides persistent semantic storage of 
enriched media. Together with our project partners, two 
schools and two museums located in the Hanseatic City of 
Luebeck, the use of these applications together with NEMO 

   

Figure 18. On the left: Statue “Panther” in a botanic garden in the 
Hanseatic City of Luebeck. On the Right: The output from 175 photos is 

hardly recognizable as a panther.  
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in context of mobile and ambient learning is currently being 
further evaluated. NEMO is running in multiple instances on-
site. The ALS applications are featuring the creation, 
presentation, use and interaction with enriched media. The 
applications are developed for various platforms, in desktop, 
stationary and mobile contexts. Thus, NEMO and the ALS 
applications are connecting the learner’s knowledge with an 
ambient context, bridging the learning environment and lived-
in world (Lebenswelt) to foster sustainable learning and 
meaningful knowledge. 
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